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Do pre-trained LMs already capture
commonsense knowledge?



To fine-tune or not to fine-tune,
that is the question
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Knowledge-base Completion

Converting KB relations to natural language templates and using LMs to query / score

LMs:
Templates:
KBs:
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Knowledge-base Completion

Converting KB relations to natural language templates and using LMs to query / score

°
LMs:
Templates:
KBs:

Conclusion:

Petroni et al. (2019):

(@)

O
(@)
(@)

KG

ELMo / BERT

Hand-crafted templates
ConceptNet and Wikidata

BERT performs well but all models
perform poorly on many-to-many
relations

Memory Query Answer

(DANTE, born-in, X)
Y

Symbolic
DANTE e > FLORENCE
Memory Access

born-in

FLORENCE

“Dante was born in [MASK].”
A v »

] Neural LM Fl
Memory Access olehes

e.g. ELMo/BERT

Feldman et al. (2019):

(@)

(@)
(@)
(@)

BERT

Hand-crafted templates scored by GPT2
ConceptNet, mining from Wikipedia
Performs worse than supervised methods
on ConceptNet but is more likely to
generalize to different domains

Candidate Sentence S; log p(S;)
“musician can playing musical instrument” =5.7
“musician can be play musical instrument” —-4.9
“musician often play musical instrument” -5.5
“a musician can play a musical instrument” -2.9

Table 1: Example of generating candidate sen-
tences. Several enumerated sentences for the
triple (musician, CapableOf, play musical
instrument). The sentence with the highest log-
likelihood according to a pretrained language model is
selected.
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Properties of Concepts (Weir et al., 2020)

1) Do pre-trained LMs correctly distinguish concepts
associated with a given set of assumed properties?
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Properties of Concepts (Weir et al., 2020)

1) Do pre-trained LMs correctly distinguish concepts
associated with a given set of assumed properties?

A has fur
A ___ has fur, is big, and has claws.
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Properties of Concepts (Weir et al., 2020)

1) Do pre-trained LMs correctly distinguish concepts
associated with a given set of assumed properties?

A has fur

A has fur, is big, and has claws.
A has fur, is big, and has claws, has teeth, is an animal, ...
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Properties of Concepts (Weir et al., 2020)

1) Do pre-trained LMs correctly distinguish concepts
associated with a given set of assumed properties?

e Good performance, RoBERTa > BERT
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Properties of Concepts (Weir et al., 2020)

1) Do pre-trained LMs correctly distinguish concepts
associated with a given set of assumed properties?

e Good performance, RoBERTa > BERT

e Perceptual (e.g. visual) < non-perceptual (e.g. encyclopaedic or functional) -
can’t be learned from texts alone
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Properties of Concepts (Weir et al., 2020)

1) Do pre-trained LMs correctly distinguish concepts
associated with a given set of assumed properties?

e Good performance, RoBERTa > BERT

e Perceptual (e.g. visual) < non-perceptual (e.g. encyclopaedic or functional) -
can’t be learned from texts alone

e Highly-ranked incorrect answers typically
apply to a subset of properties
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Properties of Concepts (Weir et al., 2020)

2) Can pre-trained LMs be used to list the properties
associated with given concepts?

Human ROBERTA-L
Context Response PF | Response pim
Everyone fur 27 teeth .36
knows that a claws 15 claws 18
bear has teeth 11 eyes .05
cubs 7 ears .03
paws 7 horns .02




Properties of Concepts (Weir et al., 2020)

2) Can pre-trained LMs be used to list the properties
associated with given concepts?

Human ROBERTA-L
Context Response PF | Response pim
Everyone fur 27 teeth .36
knows that a claws 15 claws 18
bear has teeth 11 eyes .05
cubs 7 ears .03
paws 7 horns .02

Low correlation with human elicited properties, but coherent and mostly “verifiable by humans”.
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Can we trust knowledge from LMs?
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How well do LMs handle mutual exclusivity? *

C 4

Sentence:

The color of the dove who was sitting on the bench was [MASK].|

https://demo.allennlp.org/masked-Im

Mask 1 Predictions:

15.0

9.8

- red

- blue

0% different
7% yellow

3% purple

292


https://demo.allennlp.org/masked-lm

LMs also generate fictitious facts!
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LMs also generate fictitious facts!

Distributionally-related:

Barack’s Wife Hillary:
Using Knowledge Graphs for Fact-Aware Language Modeling

Robert L. Logan IV* Nelson F. Liu® Matthew E. Peters®
Matt Gardner® Sameer Singh*

* University of California, Irvine, CA, USA
TUniversity of Washington, Seattle, WA, USA
§ Allen Institute for Artificial Intelligence, Seattle, WA, USA

{rlogan, sameer}@uci.edu, {mattg, matthewp}@allenai.org, nfliu@cs.washington.edu
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LMs also generate fictitious facts!

Distributionally-related:

Syntactically-similar

Barack’s Wife Hillary:
Using Knowledge Graphs for Fact-Aware Language Modeling

Robert L. Logan IV* Nelson F. Liu® Matthew E. Peters®
Matt Gardner® Sameer Singh*

* University of California, Irvine, CA, USA
 University of Washington, Seattle, WA, USA
$ Allen Institute for Artificial Intelligence, Seattle, WA, USA

{rlogan, sameer}@uci.edu, {mattg, matthewp}@allenai.org, nfliu@cs.washington.edu

Negated and Misprimed Probes for Pretrained Language Models:
Birds Can Talk, But Cannot Fly

Nora Kassner, Hinrich Schiitze
Center for Information and Language Processing (CIS)
LMU Munich, Germany
kassner@cis.lmu.de
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Zero-shot LM-based Models
for commonsense tasks
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Zero-shot setup
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Zero-shot setup

PLm(The answer is answer_choice 1)

PLm(The answer is answer choice 2)

PLMm(The answer is answer_choice_k)

Language Model
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Zero-shot setup

PLm(The answer is answer_choice 1)

PLm(The answer is answer choice 2)

PLMm(The answer is answer_choice_k)

Language Model

Prm(answer_choice_1 | The answer is [MASK])

Pum(answer_choice_2 | The answer is [MASK])

Pum(answer_choice_k | The answer is [MASK])

Masked Language Model
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Unsupervised Commonsense Question Answering with Self-Talk
(Shwartz et al., 2020)

Can we use LMs to generate required, missing or
implicit knowledge for multiple choice
commonsense question answering tasks?
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Model

What do professors primarily do? teach courses. The main function of a professor’s teaching
career is to teach students how they can improve their knowledge.

What do professors primarily do? wear wrinkled tweed jackets. The main function of a
professor’s teaching career is to teach students how they can improve their knowledge.

What do professors primarily do? teach courses. The main function of a professor's teaching
career and is to provide instruction in the subjects they teach.

mini(si,)

What do professors primarily do? wear wrinkled tweed jackets. The main function of a
professor's teaching career and is to provide instruction in the subjects they teach.

mini(si,)




Generating Clarifications

Question Generation

What do professors primarily do?

teach courses
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Generating Clarifications

Question Generation

What do professors primarily do?

P4
What is the main function of

.
i

teach courses
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Generating Clarifications

Question Generation Clarification Generation
What do professors primarily do? What do professors primarily do?
P1
What is the main function of What is the main function of a professor’s teaching career?

The main function of ~a professor’s teaching career  is

P1

@
(. ‘@?@ Jl
\D%EGP 2 a professor’s teaching career?
ST

teach courses
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Generating Clarifications

Question Generation Clarification Generation
What do professors primarily do? What do professors primarily do?
P What is the main function of What is the main function of a professor’s teaching career? P,
B L ) The main function of ~a professor’s teaching career  is

7@
(. @?@ Jl
\D%EGP 2 a professor’s teaching career?
~ -

to teach students how they can improve
their knowledge.

Vel

The main function of a professor’s teaching career is to teach students how they can improve their knowledge.

teach courses
35




Knowledge-informed Model

Generating clarifications from ConceptNet, Google Ngrams and COMET

Taylor was doing her job so she put the money in the drawer. What will Taylor want to do next?
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Knowledge-informed Model

Generating clarifications from ConceptNet, Google Ngrams and COMET

Job is a type of work. You would work because you want money.

What will Taylor want to do next?
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Knowledge-informed Model

Generating clarifications from ConceptNet, Google Ngrams and COMET

| job, money
/ 7 ’
typ (
O / job W ork /
\ -
¢ money \5; %00\ job to earn money

Job is a type of work. You would work because you want money.

]ob to earn money.

What will Taylor want to do next?
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Knowledge-informed Model

Generating clarifications from ConceptNet, Google Ngrams and COMET

- b
O/
‘J\olb st ‘ )

\\]
¢ money o %00\ job to earn money

What will Taylor want to do next?
xWant

( \
\

to keep the money in the drawer

Job is a type of work. You would work because you want money. Job to earn money.

As a result, Taylor wants to keep the money in the drawer.
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Unsupervised Commonsense Question Answering with Self-Talk

e Generating knowledge with LMs improve upon the baseline and performs similarly
to knowledge-informed models.
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Unsupervised Commonsense Question Answering with Self-Talk

e Generating knowledge with LMs improve upon the baseline and performs similarly
to knowledge-informed models.

e Generated clarifications don’t align with what humans consider helpful.
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Unsupervised Commonsense Question Answering with Self-Talk

e Generating knowledge with LMs improve upon the baseline and performs similarly
to knowledge-informed models.

e Generated clarifications don’t align with what humans consider helpful.

WinoGrande SociallQa MC-TACO PIQA CommonSenseQA
100
80

Relevant  Correct Helpful Relevant Correct Helpful  Relevant Correct Helpful Relevant  Correct Helpful Relevant Correct Help ful
HE COMET ConceptNet Distil-GPT2 GPT2 . GPT2-M GPT2-XL N GPT2-L . XLNet-base XLNet-L

o

o o
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To fine-tune or not o fine-fune,
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LMs provide a good basis for commonsense task models

MC-TACO MC"TACO Create Submission

MC-TACO is a dataset of 13k question-answer pairs that require temporal commonsense
- comprehension... (More)

Public Submissions Getting Started About

ﬂ Human Performance Exact Match: 0.7580
Rank # Submission Created Exact Match F1
FEE SO M i e 03/24/2020 0.5908 0.7946

Zakaria Kaddari, Youssef Mell...

o 1 3f esing 03/15/2020 05758 0.7845
Zakaria Kaddari, Youssef Mell...



LMs provide a good basis for commonsense task models

Abductive
NLI

L0)

aNLI

Public Submissions Getting Started

Rank #

Human Performance

Submission

L2R2 (RoBERTa Large + Likeli...

Anonymous Submission

egel
dynamics

About

Abductive Natural Language Inference (aNLI) is a new commonsense benchmark dataset
designed to test... (More)

Created

01/27/2020

01/20/2020

RunTime @

33 minutes

29 minutes

" Create Submission

Accuracy: 0.9290

Accuracy

0.8681

0.8595
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LMs provide a good basis for commonsense task models

2728 Physical IQA

SO

We introduce Physical IQa: Physical Interaction QA, a new commonsense QA benchmark for

naive... (More)

Public Submissions Getting Started

Rank #

Human Performance

Submission

RoBERTa Large Finetuning
Al2

RoBERTaw.CNQA
uscisi

About

Created

11/19/2019

12/02/2019

RunTime @

2 hours

an hour

+Create Submission

Accuracy: 0.9490
Accuracy

0.7940

0.7853
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LMs provide a good basis for commonsense task models

WinoGrande

WinoGrande

(Levesque... (More)

Public Submissions Getting Started

Rank #

& Human Performance

Submission

University of Waterloo and Ac...

Roberta-large + G-DAug-Combo
anonymous

Roberta-large + G-DAug-Div
anonymous

About

Created

03/13/2020

02/23/2020

02/16/2020

AUC @

0.7673

0.7146

0.7118

Acc(XS) @

0.6825

0.6106

0.6163

WinoGrande is a new collection of 44k problems, inspired by Winograd Schema Challenge

Acc(s) @

0.7051

0.6712

0.6667

Acc (M) @

0.7759

0.7119

0.7046

Acc(l) @

0.8240

0.7736

0.7714

Create Submission

AUC: 0.9400
2490

Acc(XL) @

0.8461

0.7923

0.7929
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LMs provide a good basis for commonsense task models

WiﬁoGrande WI nOG rande

WinoGrande is a new collection of 44k problems, inspired by Winograd Schema Challenge
(Levesque... (More)

Public Submissions Getting Started About

2 Human Performance

Rank # Submission Created AUC @ Acc (XS) ® Acc (S) ®
Ll 03/13/2020 0.7673 0.6825 0.7051
University of Waterloo and Ac...

5 +G- -

e Rubertastarpe s COMELOMD0 - oimotz0 07146 0.6106 06712

anonymous
o + G- -Di

e Ralsrtasanpa T G0 Aug-Div 02/16/2020 07118 06163 0.6667

anonymous

..but they need a “push in the right direction” (fine tuning)

Acc (M) @

0.7759

0.7119

0.7046

Acc(l) @

0.8240

0.7736

0.7714

AUC: 0.9400
2490

Acc(XL) @

0.8461

0.7923

0.7929

48



Can good performance be attributed to
knowledge in LMs or fo fraining a
large model on a large dataset?
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HellaSwag (Zellers et al., 2019)
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HellaSwag (Zellers et al., 2019)

° L Ms mos’r|y pick up lexical cues ACTIVITYNET A woman is outside with a bucket and a dog. The dog is running

[ around trying to avoid a bath. She...
A. rinses the bucket off with soap and blow dry the dog’s head.
e No model actually solves commonsense B. uses a hose to keep it from getting soapy.
reasoning to date. + C. gets the dog wet, then it runs away again. |
WA;':’;;’S’;:Z"” D. gets into a bath tub with the dog.

3
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HellaSwag (Zellers et al., 2019)

ACTIVITYNET A woman is outside with a bucket and a dog. The dog is running

i LMs mosi‘|y pick up lexical cues 1 around trying to avoid a bath. She...

A. rinses the bucket off with soap and blow dry the dog’s head.

o No model ad‘ua”y solves commonsense B. uses a hose to keep it from getting soapy.
reasoning to date. + C. gets the dog wet, then it runs away again. |
@Q’y"‘d"e’sa"‘a’ D. gets into a bath tub with the dog.
F//tenng

, @‘J ..... ’

Human performance? — -~

e If no algorithmic advance is made, it would take
100k GPU hours to reach human performance on HellaSWAG!

=
o
d

10* 2
:BERT-Base @ pERT-Latge

_-® GPT

Pretraining Hours (Estimate)

1 |.&
102 - 4ELMo ' 1 1 ' '

30 40 50 60 70 80 90 100
Overall Accuracy on HellaSwag
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PIQA (Bisk et al., 2020)

LMs lack an understanding of some of the most basic physical properties of the world.

?a To separate egg whites from the yolk
using a water bottle, you should...

a. Squeeze the water b. Place the water bottle
bottle and press it and press it against the
against the yolk. yolk. Keep pushing,
Release, which creates which creates suction
suction and lifts the yolk. and lifts the yolk.




Can you teach LMs commonsense?
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Do Neural Language Representations Learn Physical Commonsense?

Forbes et al. (2019): Fine-tune BERT to predict object
properties ("uses electricity"), affordances ("plug in"), and
the inferences between them (e.g. plug-in(x)=x uses
electricity).

A: The blender is broken again!

- requires _electricity( blender ) = True
(e has_battery( blender ) = False

. =>. - plugged _in( blender ) = - functions( blender )

Are you sure it'splugged in? K B

(e connected _to_power source( blender) = True
. turned on( blender) = True
.. blown_a_fuse( outlet connected( blender )) = False

= - broken( blender ) = True

A: Yep, | checked everything. It's broken .

broken
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Do Neural Language Representations Learn Physical Commonsense?

Forbes et al. (2019): Fine-tune BERT to predict object
properties ("uses electricity"), affordances ("plug in"), and
the inferences between them (e.g. plug-in(x)=x uses
electricity).

Best performance: functional properties (e.g. "uses
electricity") given affordances.

Reasonable performance: encyclopedic (is an animal) and
commonsense properties (comes in pairs).

Worst performance: perceptual properties (smooth) which
are often not expressed by affordances

A: The blender is broken again!

- requires _electricity( blender ) = True
(e has_battery( blender ) = False

- =>. - plugged _in( blender ) = - functions( blender )

Are you sure it'splugged in? [ B

(e connected _to_power source( blender) = True
. turned on( blender) = True
.. blown_a_fuse( outlet connected( blender )) = False

od |

A: Yep, | checked everything. It's broken .

turn (on)

broken( blender ) = True

broken
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Can you teach LMs symbolic reasoning?

Talmor et al. (2019): oLMpics - testing BERT and RoBERTa on a set of symbolic reasoning tasks:

answer choices

Alv:ays Netler Somltimes
q D ( D TN MLr
) -

(RoBERTa) [ }

T 63 [ E3 ED 3

fine-tuning
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Can you teach LMs symbolic reasoning?

Talmor et al. (2019): oLMpics - testing BERT and RoBERTa on a set of symbolic reasoning tasks:

Always-Never: A chicken [MASK] has horns. A. never B. rarely C. sometimes D. often E. always
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Can you teach LMs symbolic reasoning?

Talmor et al. (2019): oLMpics - testing BERT and RoBERTa on a set of symbolic reasoning tasks:

Always-Never: A chicken [MASK] has horns. A. never B. rarely C. sometimes D. often E. always
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Can you teach LMs symbolic reasoning?

Talmor et al. (2019): oLMpics - testing BERT and RoBERTa on a set of symbolic reasoning tasks:

Always-Never: A chicken [MASK] has horns. A. never B. rarely C. sometimes D. often E. always

Reporting bias: LMs are trained on texts describing things that do happen!
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Can you teach LMs symbolic reasoning?

Talmor et al. (2019): oLMpics - testing BERT and RoBERTa on a set of symbolic reasoning tasks:

Age Comparison:
A 21 year old person age is [MASK] than a 35 year old person. A. younger B. older
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Can you teach LMs symbolic reasoning?

Talmor et al. (2019): oLMpics - testing BERT and RoBERTa on a set of symbolic reasoning tasks:

Age Comparison:
A 21 year old person age is [MASK] than a 35 year old person. A. younger B. older
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Can you teach LMs symbolic reasoning?

Talmor et al. (2019): oLMpics - testing BERT and RoBERTa on a set of symbolic reasoning tasks:

Age Comparison:
A 21 year old person age is [MASK] than a 35 year old person. A. younger B. older

entire vocabulary
- 4 N

... Always Never ... Sometimes ...

RoBERTa also performs well in a —— i

zero-shot setup: [ = = ]

Cos oo Lo o= [ oo
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Can you teach LMs symbolic reasoning?

Talmor et al. (2019): oLMpics - testing BERT and RoBERTa on a set of symbolic reasoning tasks:

Negation: It was [MASK] hot, it was really cold  A. really B. not

64



Can you teach LMs symbolic reasoning?

RoBERTa-L | BERT-WWM | BERT-L | RoBERTa-B | BERT-B
ALWAYS-NEVER
“AGE COMPARISON | v | v 1
OBJECTS COMPARISON v X
"~ ANTONYM NEGATION | v | | < PO
- PROPERTY CONJUNCTION | | <
TAXONOMY CONJUNCTION X X X

ENcYyc. COMPOSITION

MULTI-HOP COMPARISON
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Can you teach LMs symbolic reasoning?

RoBERTa > BERT

AN

RoBERTa-L | BERT-WWM | BERT-L | RoBERTa-B | BERT-B
ALWAYS-NEVER
“AGE COMPARISON | v | v 1
OBJECTS COMPARISON v X
"~ ANTONYM NEGATION | v | | < PO
- PROPERTY CONJUNCTION | | <
TAXONOMY CONJUNCTION X X X

ENcYyc. COMPOSITION

MULTI-HOP COMPARISON
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Can you teach LMs symbolic reasoning?

RoBERTa > BERT

AN

RoBERTa-L | BERT-WWM | BERT-L | RoBERTa-B | BERT-B
ALWAYS-NEVER
“AGE COMPARISON | v | v 1
OBJECTS COMPARISON v X
"~ ANTONYM NEGATION | v | | < PO

—— o ————— T —— —— —

I PROPERTY CONJUNCTION
TAXONOMY CONJUNCTION

i ENcyc. COMPOSITION
' MuLTI-HOP COMPARISON

Worse performance on compositional

ity tasks
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Can you teach LMs symbolic reasoning?

RoBERTa > BERT

AN

RoBERTa-L | BERT-WWM | BERT-L | RoBERTa-B | BERT-B
ALWAYS-NEVER
" AGE COMPARISON | v | v
OBJECTS COMPARISON v X
"~ ANTONYM NEGATION | v | | N s
I PROPERTY CONJUNCTION | | ¥ [~~~ "7 "~~~ ~""777
TAXONOMY CONJUNCTION X X X
i ENcyc. CompoOSITION | |\ ||
I MULTI-HOP COMPARISON
e
Worse performance on compositionality tasks

LMs are context-dependent and small changes to the input hurts their performance.
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Summary

® Pre-trained language models some
commonsense knowledge - but it is far

from an exhaustive source. .
Insufficient coverage

(reporting bias; Gordon
and Van Durme, 2013).

factual
world
knowledge

from
pre-trained
LMs



Summary

Pre-trained language models some
commonsense knowledge - but it is far
from an exhaustive source.

Use with caution! LMs also generate
false facts.

Insufficient coverage
(reporting bias; Gordon
and Van Durme, 2013).

factual
world
knowledge

Insufficient
precision

pre-trained
LMs
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Summary

Pre-trained language models some
commonsense knowledge - but it is far
from an exhaustive source.

Use with caution! LMs also generate
false facts.

Insufficient coverage
(reporting bias; Gordon
and Van Durme, 2013).

factual
world
knowledge

Insufficient
precision

pre-trained
LMs

Thank you! Questions?

vereds@allenai.org
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